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      I’m a first-year CS PhD student at Stanford University with the StanfordNLP group.
I completed my Bachelors in IT and Mathematics from Cluster Innovation Centre, University of Delhi in 2021.
I’m broadly interested in working on Neuro-symbolic Workflows for LLMs, Natural Language Processing and it’s applications in Conversational Assistants and Computational Social Science.


Previously, I was a Research Fellow at Microsoft Research with the PROSE group, where I worked on Program Repair and Formula Intelligence in Excel spreadsheets, advised by Dr. José Cambronero and Dr. Vu Le.
I have been a Research Software Engineer at Supedio GmbH working on Master Data Management, Medical Entity Resolution and Text Extraction from PDFs.
I have interned with the research team at DRDO, Govt. of India, where I worked on an Image Segmentation task in a simulated Gazebo environment.
I spent a summer at Chennai Mathematical Institute as a Mathematical Finance Summer Scholar, working on sliding-window approaches for finding abnormal rate of returns.
I have also interned with the Data Science team at Cronycle Ltd., UK, building a production-ready RSS aggregating pipeline. In the summer of 2018, I was a student developer with Google Summer of Code.


I have also had the good fortune to work with Prof. Monica Lam, Prof. Diyi Yang, Dr. Sumit Gulwani, Dr. Aditya Kanade, Dr. Rajiv Ratn Shah, Dr. Lucie Flek and Dr. Alicia Nobles.


    


    
    
  News (older)

  
    
      	Jan 6, 2024	
            
              I am rotating with Prof. Diyi Yang for the winter quarter (W ‘24) in the Social And Language Technologies (SALT) Lab!

            
          
	Dec 9, 2023	
            
              One of my final works at Microsoft, FLAME: A small language model for spreadsheet formulas, got accepted as Oral presentation (top ~2%) to AAAI Conference on Artificial Intelligence 2024!

            
          
	Sep 21, 2023	
            
              I am rotating with Prof. Monica Lam in the Fall Quarter (F ‘23), working with Open Virtual Assistant Lab (OVAL).

            
          
	May 10, 2023	
            
              I will be joining Stanford University 🌲 for PhD in Computer Science this fall (‘23) !!!!

            
          
	Feb 7, 2023	
            
              Our latest work on LLMs, FLAME: A small language model for spreadsheet formulas, was on the front page of HackerNews and covered by media outlets (TheRegister, techradar)
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    FLAME: A small language model for spreadsheet formulas
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      The widespread use of spreadsheet environments by billions of users presents a unique opportunity for formula-authoring assistance. Although large language models, such as Codex, can assist in general-purpose languages, they are expensive to train and challenging to deploy due to their large model sizes (up to billions of parameters). Moreover, they require hundreds of gigabytes of training data. We present FLAME, a T5-based model trained on Excel formulas that leverages domain insights to achieve competitive performance with a substantially smaller model (60M parameters) and two orders of magnitude less training data. We curate a training dataset using sketch deduplication, introduce an Excel-specific formula tokenizer for our model, and use domain-specific versions of masked span prediction and noisy auto-encoding as pretraining objectives. We evaluate FLAME on formula repair, formula auto-completion, and a novel task called syntax reconstruction. FLAME (60M) can outperform much larger models, such as Codex-Davinci (175B), Codex-Cushman (12B), and CodeT5 (220M), in 6 out of 10 settings.
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    Repair Is Nearly Generation: Multilingual Program Repair with LLMs

    
      
      
      
      
      

      
      
      
      Joshi, Harshit,
      
      
      
      
      
      
      
      

      
      
      
      
      Cambronero, José,
      
      
      
      
      
      
      
      
      

      
      
      
      
      Gulwani, Sumit,
      
      
      
      
      
      
      
      
      

      
      
      
      
      Le, Vu,
      
      
      
      
      
      
      
      
      

      
      
      
      
      Radicek, Ivan,
      
      
      
      
      
      
      
      
      

      
      
      
      
      and Verbruggen, Gust
      
      
      
      
      
    


    
      
      Proceedings of the AAAI Conference on Artificial Intelligence, 37
      
      
      2023
      
    

    

    
      
      Abs
      
      
      
      HTML
      
      
      
      
      
      
      
      
      
      AAAI ’23
      
    


    
    
    
      Most programmers make mistakes when writing code. Some of these mistakes are small and require few edits to the original program - a class of errors recently termed last mile mistakes. These errors break the flow for experienced developers and can stump novice programmers. Existing automated repair techniques targeting this class of errors are domain-specific and do not easily carry over to new domains. Transferring symbolic approaches requires substantial engineering and neural approaches require data and retraining. We introduce RING, a multilingual repair engine powered by a large language model trained on code (LLMC) such as Codex. Such a multilingual engine enables a flipped model for programming assistance, one where the programmer writes code and the AI assistance suggests fixes, compared to traditional code suggestion technology. Taking inspiration from the way programmers manually fix bugs, we show that a prompt-based strategy that conceptualizes repair as localization, transformation, and candidate ranking, can successfully repair programs in multiple domains with minimal effort. We present the first results for such a multilingual repair engine by evaluating on 6 different domains and comparing performance to domain-specific repair engines. We show that RING can outperform domain-specific repair engines in 3 of these domains. We also identify directions for future research using LLMCs for multilingual repair.
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    Neurosymbolic Repair for Low-Code Formula Languages
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      Most users of low-code platforms, such as Excel and PowerApps, write programs in domain-specific formula languages to carry out nontrivial tasks. Often users can write most of the program they want, but introduce small mistakes that yield broken formulas. These mistakes, which can be both syntactic and semantic, are hard for low-code users to identify and fix, even though they can be resolved with just a few edits. We formalize the problem of producing such edits as the last-mile repair problem. To address this problem, we developed LaMirage, a LAst-MIle RepAir-engine GEnerator that combines symbolic and neural techniques to perform last-mile repair in low-code formula languages. LaMirage takes a grammar and a set of domain-specific constraints/rules, which jointly approximate the target language, and uses these to generate a repair engine that can fix formulas in that language. To tackle the challenges of localizing the errors and ranking the candidate repairs, LaMirage leverages neural techniques, whereas it relies on symbolic methods to generate candidate repairs. This combination allows LaMirage to find repairs that satisfy the provided grammar and constraints, and then pick the most natural repair. We compare LaMirage to state-of-the-art neural and symbolic approaches on 400 real Excel and PowerFx formulas, where LaMirage outperforms all baselines. We release these benchmarks to encourage subsequent work in low-code domains.
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      Drop a mail: harshitj [at] cs [dot] stanford [dot] edu!
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